
DTN-as-a-Service At Starlight
A GRP Prototype Service

Presenter: Jim Chen

Se-young Yu, Xiao Wang, Fei Yeh, Joe Mambretti

International Center for Advanced Internet Research

Northwestern University

Starlight 

Sep 18 2019, 1st GRP workshop, San Diego CA



Overview

1.    Overview

2.     Global Research Platform(GRP) prototype services:

GRP cluster with Kubernetes

DTN-as-a-Service for GRP

International P4 Experiment Networks

3.    DTN-as-a-Service at Starlight overview

4.    DTN options at Starlight and GRP partner sites

5.    Starlight DTN-as-a-Service software stack

6.    Summary, Q&A



GRP Prototype Services from Starlight
September 2019

• DTN-as-a-Service in Starlight and partner sites

• International P4 Experiment Networks

• Global Research Platform Cluster Environment

• Software stack distribution to support GRP 

prototypes



EUROP4 workshop:

Sep 23 2019, 

Cambridge U.K.

(1) P4MT: Multi-Tenant 

Support Prototype for 

International P4 Testbed.

(2) Sketch-based Entropy 

Estimation for Network 

Traffic Analysis using 

Programmable Data Plane.



PRP/TNRP,MREN and AutoGOLE Research Platform



Advanced feature: Multi-Cluster Controller 

The Multi-cluster controller is developed for worker nodes. The goal is to enable 

worker nodes to dynamically participating a cluster on-demand. This is one of 

virtualization solutions for worker nodes to participating multi-clusters. 
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Starlight DTN-as-a-Service Highlights

Starlight DTNaaS platform provides:

1.    NUMA-aware task and process autonomous configuration

2.    Autonomous optimization for the underlying hardware and 

software system

3.    Modular data transfer system integration platform

4.    Support data access with NVMe over Fabrics

5.    Science workflow user interface for network provisioning with

NSI/OpenNSA

6.    A monitoring system for high-performance data transfer



Starlight DTN-as-a-Service Benefits

● Enabling users to move data without any knowledge for the 

underlying infrastructure.

● A platform for autonomous configuration and optimization for the data 

transfer using DTNs.

● Support operation in Docker, Singularity and K8s with Docker.

● Support NVMe over Fabrics for access remote storage as a local 

device.

● Users can evaluate the data movement in real-time, reconfigure the 

system, and change the transfer tools as required.

● Modular design, implemented on Jupyter + Python, perfect for science 

research workflow integration.



SC16: Supermicro 24X NVMe SuperServer

Option A:  Intel P3700 800G X 16

or soon to be  Intel P4600 

Option B:  SamSung 950 Pro 512G/960 Pro 1T 
or 2T+ M.2 to U.2 Adopter  X16



SC17: Scinet DTN EchoStream 1U

2 X Mellanox ConnectX-4  100GE

4 X Liquid/Kingston NVMe PCI-e X8 AIC



SC17: SDX Scalable DTN+AI Prototype Solution

NVMe A:  Intel P3700 800G X 8

NVMe B:  Samsung 960 Pro 1T X 8

+ M.2 to U.2 Adopter

GPU:  NVIDIA P1000 X 2 + V100 X 1

Host node:  SuperWorkstation 7048GR-TR

2 X Mellanox ConnectX-5

2 X Intel E5-2667 V4

100GE cards       

192G RAM 
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SC18 Scinet DTN: Dell 14G R740_XD Solution

2 X Intel Xeon Gold 3.0+ GHz CPUs

2 X Mellanox ConnectX-4  100GE

4 X Liquid/Kingston 1.6T/3.2T NVMe
PCI-e X8 AIC



SC19: Scinet DTN AMD Supermicro 3U

2 X Mellanox ConnectX-5  100GE

4 X Quattro 400 M.2 NVMe Adapter

16 X Samsung NVMe M.2 970 Pro 1T

AMD EPYC 7371 16C 3.1/3.6GHz  



SEAIP Data Movers 1G/10G DTN

Intel NUC8i5BEK

i5-8259U 3.8GHz quad-core CPU 

1 X Samsung NVMe M.2 970 Pro 1T

Thunderbolt 3 - 10GE Converter







SCA19: Starlight DTNaaS Software Stack 
• Optimize the transfer performance based on the machine 

configuration

• Provide functions to automate data transfer

• Set up and tear down transfer-tool environment supported on the 
DTNs

• Modular component to support additional data transfer tools and 
additional science workflow

• For SCA19 DMC, nuttcp transfer tool is used for disk-to-disk, Built-
in iperf3 is used for memory-to-memory transfer

• Work-flow controller implemented in Jupyter to enable easy to 
integrate research & collaboration



• SEAIP: Southeast Asia International joint-research and training 
Program, Established 10 years.

• SEAIP Team Project Objectives: Initiate Data Mover Service 
Collaboration and Enable DTN Services At Different Sites/Countries.

• Project Team Established During SEAIP2018 Workshop, Nov 26-30, 
2018

• Team Lead: Steven Shiau(NCHC), Co-Leads: Jim Chen (iCAIR), Te-
Lung Liu(NCHC) With 15+ Participants From 6 Countries.

• Proposed Innovations: Gateway For Different Speed DTNs, 
CloneZilla Data Transfer Service for Bare-Metal Data Mover.

SCA19 & 20: SEAIP Data Mover Team 









Current Starlight DTN-as-a-Service Software Stack Architecture



● DTNaaS workflow maps Big 

Science data  transfer workflow 

with DTN

● Each module corresponds to 

procedures for data transfer

● Jupyter Controller implements the 

workflow integration

● Transfer monitoring and 

evaluation provides analysis for 

the workflow

Mapping DTNaaS to Big 

Science data transfer workflow



Managing Resources

Each module manages the following resources of DTN

(Host machine-specific in bold, require sudo)

System Configuration module

- CPU type and NUMA node information

- Available service ports

System Optimization module

- TCP/IP stack parameters

- NIC parameters

- Linux traffic control parameters

- PCIe connection parameters

- CPU type-specific parameters



Monitoring resources

Transfer tools module

- Available transfer protocols: NUTTCP, NVMeoF

DTN Monitoring (node_exporter)

- Physical hardware : CPU, SATA, NVMe, Memory

- Network : infiniband, netdev, ARP, IPVS, sockstat

- Disks : filesystem, diskstats, ZFS, XFS

- OS : vmstat, stat, hwmon

Network Monitoring (sflow)

- Port counters : Errors, Collisions, Discards, octets, packets, utilization, 

broadcast, speed 

- Protocol specific counters : ARP, DHCP, DNS, ICMP, IP, LLDP, NTP, TCP, 

UDP, VLAN



Starlight DTNaaS Software Stack

Optimize the transfer performance based on the system configuration

Provide functions to automate data transfer

Set up and tear down transfer-tool environment on the DTNs

Modular component to support additional data transfer tools

● Provided system configuration and optimization module

● iperf3, nuttcp, and NVMeoF for transferring data in high-speed

● Workflow controller implemented in Jupyter to enable easy research & 

collaboration



Tuning on Jupyter

Tuning Units

-irqbalance off

-Increase TCP buffer to 2GB

-Fair Queuing : Pacing inter-packet gap

-MTU: Jumbo frames

-CPU_gorvernor: Performance mode

-Ring_buffer : NIC ring buffer to 8k

-Ethernet Flow Control: On

-Bind NIC irq to the local NUMA node

*Mellanox 100G NIC specific tuning

- Set PCIe Maxreadreq to 4096

*AMD specific tuning



Run transfers on Jupyter

Step 1: Follow Jupyter 

notebook to set-up the DTNs

Step 2: Specify the type of 

action and run



Run file transfer on a Jupyter notebook

Step 3: Draw the Graph!



Transmission with/without packet loss



Disk Bottleneck



NVMe over Fabrics

NVMe over Fabrics features:

● Accessing remote NVMe device over LAN or WAN

● RDMA and TCP fabrics support

● Allow for instance data access

● Suitable for streaming data or remote data access

● Low overhead

● Efficient



NVMe transfer with one NVMe x8 card in LAN



NVMe transfer with two NVMe x8 card in LAN



NVMe over Fabrics with TCP over a long distance

Sender Receiver

CPU
2 * Intel(R) Xeon(R) Gold 6136 

CPU @ 3.00GHz

Memory DDR4-2666 192 GB

NIC
Mellanox Technologies 

MT27800 Family [ConnectX-5]

NVME
2 * Kingston 

DCP1000 (4 * 
800 GB each)

8 * Samsung 
SSD 960 PRO 

2TB

OS GNU/Linux 5.1.0.rc4

File System XFS XFS



NVMe over Fabrics with TCP over a long distance



CERN-Starlight Starlight-CERN



SDX DTNaaS Future Work

● OSG DTNaaS prototype and national and international 

OSG Cache DTNaaS trial(Summary from 2nd OSG-IRNC 

workshop, Sep 16 2019)

● Partner with big data science community and 

regional/national/international SDXs to establish 

LAN/WAN packet loss trouble shooting reference 

workflow and procedure

● XrootD and other protocol integration prototype

● SDX NVMeoF Service Prototype

● DTNaaS clustering and federation prototype


