
Networking with the Clouds
Objective:
Quantify network capabilities of 
major Cloud providers and compare 
to what’s available through Nautilus

Infrastructure Setup:
All on-prem accessed 
through Nautilus, using 
hostNetwork: true
Cloud resources created 
manually and logged into 
via ssh
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Observations:
• Bulk transfer networking performance of Cloud comparable to Nautilus
• Direct client, single stream network performance of Cloud disappointing
• A couple Cloud regions had unexpectedly poor connectivity with Nautilus
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All details at: 
https://github.com/sfiligoi/tnrp-net-tests


